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ABSTRACT

A hybrid network architecture has been proposed for machine-to-machine (M2M) communications in the fifth generation
wireless systems, where M2M gateways connect the capillary networks and cellular networks. In this paper, we develop
novel energy efficient and end-to-end delay duty cycle control scheme for controllers at the gateway and the capillary net-
works coordinator. We first formulate a duty cycle control problem with joint-optimisation of energy consumption and
end-to-end delay. Then, a distributed duty cycle control scheme is proposed. The proposed scheme consists of two parts (i)
a transmission policy, which decides the optimal number of packets to be transmitted between M2M devices, coordinators
and gateways; and (ii) a duty cycle control for IEEE 802.15.4. We analytically derived the optimal duty cycle control and
developed algorithms to compute the optimal duty cycle. It is to increase the feasibility of implementing the control on
computation-limited devices where a suboptimal low complexity rollout algorithm-based duty cycle control (RADutyCon)
is proposed. The simulation results show that RADutyCon achieves an exponential reduction of the computation complex-
ity as compared with that of the optimal duty cycle control. The simulation results show that RADutyCon performs close
to the optimal control, and it performs no worse than the heuristic base control. Copyright © 201 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Machine to machine (M2M) networks represents a future
Internet of Things (IoT) which is expected to be widely
utilised in many fields, including smart cities, smart grids,
industrial and agricultural automations, health care and
transport systems [1–7]. As the traditional voice service
revenues continue to shrink, the mobile network opera-
tors are increasingly interested in M2M applications to
bridge in the growing revenue gap [8]. In addition, M2M
communication has been listed one of the horizontal top-
ics of the Europe METIS 2020 project [9]. More recently,
following the study of M2M support in LTE-Advanced
networks [10–14], M2M communication has been iden-
tified as one of the key drivers to guide the design of
5G network [15, 16]. The goal of Fifth Generation (5G)
system is to accommodate the challenges of continuously
increasing demand for higher data rates, larger network
capacity, higher spectral efficiency, higher energy effi-
ciency, and higher mobility required by new wireless

applications [17]. Thus, enabling M2M communication

in 5G communication system has become the next big

opportunity and challenge for both industry operators and

academia researchers.

Mobile stakeholders and standardisation organisations

have identified the need for supporting M2M applica-

tions through cellular networks [18]. The major benefit

of supporting M2M applications in cellular networks is

the ubiquitous wireless access in both urban and rural

environments on the existing wireless cellular infrastruc-

ture, which means there is no need to build alternate

infrastructures. However, the low mobility, stringent cost

and energy efficiency requirements of M2M devices make

the design criteria of M2M communication very different

from that of cellular networks. The challenges of direct

connecting M2M devices with cellular networks including

the following:

56 Copyright © 2014 John Wiley & Sons, Ltd.

4



Y. Li et al.

(i) Cost: The overall device cost will be high as all
M2M devices need to equip a cellular interface to
connect with the cellular base station.

(ii) Quality of Service (QoS): The heavy contention will
lead to serious QoS problems when there are huge
amount of simultaneous connections.

(iii) Small data packet transmission: The cellular net-
works are designed for supporting broadband appli-
cations, which traditionally transmit large number
of packet, whilst most M2M applications only trans-
mit small amounts of data with low data rates. This
leads to low channel utility and unreasonable ratio
between payload and required control information.

(iv) Energy consumption: The need to provide direct
cellular access may lead to excessive energy con-
sumption, which is a major problem for battery-
powered devices.

To address the aforementioned challenges, European
Telecommunication Standards Institute M2M Technical
Committee has proposed an attempt to support M2M
communication in 5G systems with a hybrid architecture
[19]. Instead of direct cellular access, a large number
of non-cellular M2M devices using short-range, low-cost,
low-energy consumption radio interfaces, such as IEEE
802.15.4 or IEEE 802.11 to connect to the base sta-
tion via M2M gateways. The network of the non-cellular
M2M devices are called capillary networks [20]. The M2M
gateways act as traffic aggregation and protocol transla-
tion points for their capillary networks to LTE networks
[21]. In this way, the capillary M2M networks ensure
the low cost per terminal, low energy consumption, shap-
ing the traffic by off-loading and grouping M2M devices
into smaller numbers [22]. Recently, a European founded
project, EXpAnding LTE for Devices (EXALTED) [23]
also proposed a similar solution to M2M communication.
In EXALTED, M2M communications between capillary
networks is supported by a new LTE-M backbone, which
will be a 3GPP Release 8 compatible extension of LTE
network. Besides the efforts of standard organisations and
academia researches, there are also a large number of
industry projects, such as [24–29], try to exploit such
hybrid architecture with actual commercial products and
solutions.

As the massive access of M2M devices in the capillary
networks to LTE networks is ensured via M2M gateways,
novel access control algorithms for the M2M gateways
and coordinators of capillary networks are necessary to
ensure the performance of network throughput, delay and
energy efficiency. In this paper, we will focus on the control
at M2M gateways and coordinators of capillary network.
We focus on IEEE 802.15.4-2011 [30] as the capillary
networks interface, because it is one of the most promis-
ing short-range technologies to implement on the capillary
portion of the M2M architecture [31, 32].

IEEE 802.15.4-2011 standard utilises a duty cycle-based
medium access control (MAC) protocol to achieve the
energy efficiency; however, it introduces some challenges

for IEEE 802.15.4-2011 to support capillary M2M com-
munication in 5G communication system. First, the energy
efficiency of IEEE 802.15.4-2011 is achieved by apply-
ing duty cycle, which periodically puts the device into
sleep. However, a lower duty cycle will introduce sleep
delay as the sender may have to wait until the receiver
becomes active [33]. In multi-hop network, this will highly
degrade the end-to-end delay performance as the sleep
delay will cumulate hop by hop. Second, the centralised
uniformed duty cycles for all devices in current standard
may not provide the best overall performance to meet the
various requirements of applications and different device
capabilities. Thus, a flexible distributed duty cycle control,
which can meet various QoS requirement of different M2M
devices, is highly desired.

The contributions of the paper are summarised as
follows:

(i) A duty cycle control problem is formulated to min-
imise the joint-cost of energy consumption and end-
to-end delay in hybrid M2M networks. The diver-
sity of both application requirements and M2M
device capacities is taken into consideration.

(ii) A novel duty cycle control scheme is proposed to
solve the duty cycle control problem. The control
scheme is applicable for both M2M gateways and
coordinators of capillary networks.

(iii) An optimal transmission policy and duty cycle con-
trol for IEEE 802.15.4 MAC layer is mathematical
derived by applying dynamic programming (DP).

(iv) Two duty cycle control algorithms are proposed to
compute the optimal duty cycle.

(v) A new low complexity rollout algorithm-based duty
cycle control (RADutyCon) is proposed to further
reduce the computational complexity.

The remainder of the paper is organised as follows. In
Section 2, we give some background about existing work
on duty cycle control with joint consideration of energy
efficiency and end-to-end delay. The system model and
background of IEEE 802.15.4-2011 MAC protocol are
introduced in Section 3. The problem formulation is given
in Section 4. In Section 5, by applying dynamic program-
ming, the optimal duty cycle control is derived, followed
by two algorithms to compute the optimal duty cycle con-
trol for IEEE 802.15.4-based capillary networks. To strike
a reasonable balance between computational complexity
and performance for battery-powered M2M devices, a
suboptimal low complexity RADutyCon is proposed in
Section 6. In the end, simulation results and conclusion are
given in Sections 7 and 8, respectively.

2. RELATED WORK

There are some existing work that focus on duty cycle
control with the aim of reducing the delay and energy con-
sumption. Traffic Aware Scheduling Algorithm (TASA) is
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proposed in [34], which focus on building time/frequency
patterns based on the network topology and the traffic load
at each node. TASA aims at minimising the number of
active slots, necessary for delivering to the PAN coordi-
nator the traffic load, offered to the network. However,
the centralised control of TASA may limit its scalabil-
ity when applying into capillary M2M networks. In [35],
DutyCon is proposed to guarantee end-to-end delay by
assigning a local delay requirement to each single hop
along the communication flow. In this method, a feed-
back controller is designed to adapt the sleep interval
to meet the single-hop delay requirement. However, this
approach requires significant amount of signalling from
the neighbour devices to compute the delay. To reduce
the signalling amongst neighbour devices, a distributed
duty cycle controller is proposed in [36] aiming at con-
trolling the local queue length of the device to be the
same as the predetermined threshold. The distributed duty
cycle control is achieved by adjusting the sleep duration
of each device based on its local queue length indepen-
dently. However, this approach needs specific syntonisa-
tion scheme, and the evolution of the proposed control
requires carefully setting of the initial duty cycle and con-
trol parameters. More recently, an adaptive optimal duty-
cycle algorithm running on top of IEEE 802.15.4 MAC
protocol is proposed in [37]. Adaptive optimal duty-cycle
algorithm aims at minimising energy consumption whilst
meeting the reliability and delay requirements. However,
this work focuses on the non-beacon-enabled mode of
IEEE 802.15.4.

Our previous work [38] proposed a RADutyCon for
IEEE 802.15.4-based networks. The aim of [38] is to
achieve a joint optimisation of energy consumption and
end-to-end delay by controlling the duty cycle for IEEE
802.15.4-based networks. In this paper, we extend our pre-
vious work to support capillary M2M communication in
5G communication system. A distributed duty cycle con-
trol scheme is proposed for the controllers at the gateway
and the coordinator in capillary M2M networks. The pro-
posed scheme consists of two parts: (i) a transmission
policy, which decides the optimal number of packets to be
transmitted between M2M devices, coordinators and gate-
ways; and (ii) a duty cycle control for IEEE 802.15.4. In
addition, by adjusting the duty cycle setting in second part
accordingly, the proposed duty cycle control scheme can be
extended to other technology interfaces provided by gate-
ways, such as WiFi and Bluetooth. Special considerations
have been taken into account in terms of low end-to-end
delay, energy efficiency diverse device capabilities and
various QoS requirements for capillary M2M in 5G com-
munication system. It is worth to point out that, besides
IEEE 802.15.4, our proposed scheme can also be extended
to other duty cycle-based MAC protocols by adjusting the
second part of the scheme accordingly.

3. SYSTEM MODEL

As described earlier, we focus on the capillary part of the
M2M network in this paper. The system model of our work
is shown in Figure 1. Amongst different multi-hop network
topologies, a simple two-hop cluster-tree network model
between gateway and M2M devices has been the focus
of much ongoing research, as the multi-hop case can be
viewed as the combination of several two-hop scenarios.
M2M devices are connected in one of the clustered capil-
lary networks, which is ultimately connected to the cellular
base station through an M2M gateway.

There are N control devices (i.e. gateways and coor-
dinators) in the network and M end M2M devices. The
gateway/coordinator is denoted as ni, whilst the M2M
device is denoted as mi. The level of the device is denoted
as lni . Thus, the cellular base station n0 is in level-1, thus
ln0 D 1. The gateways and coordinators are in level-2 and
level-3, respectively. The end M2M devices are in level-4.
We denote the child M2M devices set of control device ni

as chni .

3.1. Queue and traffic models

We assume that all generated packets are available at the
beginning of each period k (one active period and one inac-
tive period). All the packets are forwarded to the cellular
base station n0 for uplink transmission and qmax

ni
is the

maximum queue length of the device ni. The new arrived
packets will be dropped if the queue length in the buffer
reaches its maximum qmax

ni
. Similar to [36], the queue

length change of device ni is given as

qkC1
ni
D min

�h
qk

ni
C rk

ni
� f k

ni
C gk

ni

iC
, qmax

ni

�
(1)

where 0 6 k 6 K � 1, Œ��C D max.0, �/, gk
ni

is the number
of packets being generated by device ni in period k; f k

ni
is

the number of packet transmitted by device ni in period k;
and rk

ni
is the number of packets received by device ni in

period k. Note that rk
ni

equals to zero if device ni has no
child device.

Figure 1. Network model.
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Note that Poisson arrivals have been recently proposed
for 3GPP machine-type communication traffic modelling
regarding triggered M2M communications [39]. Thus, we
assume that the number of packets each device sends to its
parent device follows Poisson distribution and each device
generates a Poisson distributed integer number of packets
in each period, which means f k

ni
and gk

ni
are independent

random variables.

3.2. Channel model

The channel propagation loss between devices is composed
of losses due to distance, fading and shadowing. Based
on [40], we assume a dual-slope model of path loss with
distance, Nakagami frequency-flat small-scale fading and
lognormal shadowing. The overall channel propagation
loss is expressed as

Lc,dB D L0,dB C Xs,dB C Xf ,dBC(
10n0 log.d/ d 6 d1

10n0 log.d1/C 10n1 log
�

d
d1

�
d > d1

(2)

where d is the distance between the sender and receiver,
Xf ,dB D 10 log.Xf / and Xf is a unit-mean gamma-
distributed random variable with variance 1=m (where m
is the Nakagami fading parameter); Xs dB is a zero mean
Gaussian random variable with standard deviation �s, and
all logarithms are base 10. We assume that the fading and
shadowing are constant during each period.

The condition for the successful transmission is that the
received signal power is above the sensitivity threshold
Pk

sens,ni
.dBm/ of the device. The received power Pk

rec,ni
of

device ni is a function of the transmitted power, antenna
gains and channel attenuation. It is modelled (in decibels
referenced to 1 mw) as

Pk
rec,ni

D Pk
tran,ni

C Gk
tran,ni

C Gk
rec,ni
� Lk

c,mi
(3)

where mi 2 chni , Pk
tran,ni

.dBm/ is the conducted power to
the transmit antenna (dBm), Gk

tran,ni
.dBi/ and Gk

rec,ni
.dBi/

are the transmit and receive antenna gains (dBi), respec-
tively, and Lk

c,ni
is the loss due to channel propagation. We

denote the successful transmission probability of device ni

at period k as

�k
ni,mi
D

(
1 Pk

rec,ni
< Pk

sens,ni

0 Pk
rec,ni
> Pk

sens,ni

(4)

3.3. IEEE 802.15.4-2011

We adopt IEEE 802.15.4 (2011) beacon enabled, where
beacon is transmitted to synchronise the network. The
superframe structure of IEEE 802.15.4 MAC layer is
shown in Figure 2. The duration between two consecutive
beacons is called beacon interval (BI), whilst the dura-
tion of an active period is called superframe duration (SD).

Figure 2. Superframe structure of IEEE 802.15.4 - 2011.

Specifically,

BI D aBaseSuperFrameDuration � 2BO (5)

SD D aBaseSuperFrameDuration � 2SO (6)

where beacon order (BO) and superframe order (SO) are
two integers ranging from 0 to 14 .0 6 SO 6 BO 6 14/,
and aBaseSuperFrameDuration = 15.36 ms at 2.4 GHz
with 250 kbps bandwidth. The duty cycle is defined as the
ratio of the active portion over each period, thus

Duty cycle D SD=BI D 2SO�BO (7)

To achieve energy efficiency on for each coordina-
tor, which is not the PAN coordinator by enabling duty
cycling, IEEE 802.15.4-2011 defines incoming superframe
in which the coordinator receives the beacon from its
parents node and the outgoing superframe in which it
transmits its own beacon to its child devices.

4. PROBLEM FORMULATION

In this section, the duty cycle control problem at gateway
or coordinators of capillary networks is formulated with
two parts: (i) an optimal transmission policy, which man-
ages the number of received number of packets with the
joint consideration of energy consumption and end-to-end
delay and (ii) the duty cycle setting based on the optimal
transmission policy. By adjusting the duty cycle setting
in second part accordingly, the proposed duty cycle con-
trol scheme can be extended to other technology interfaces
provided by gateways, such as WiFi and Bluetooth.

The proposed duty cycle control scheme is applicable
for controller at gateways and coordinators in capillary
M2M networks. Taking into account the local traffic, the
position of the devices and types of applications, the con-
troller can adapt the control parameters of the proposed
duty cycle control scheme. More specifically, the hardware
control parameters including: energy cost coefficients for
receiving, transmitting, idle listening and delay cost coeffi-
cient. The application control parameters are the weighting
factors on energy efficiency and end-to-end delay.

4.1. Transmission policy

The challenge of joint optimisation of energy efficiency
and end-to-end delay is that they have different units.
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Thus, it is difficult to combine these two terms in one
objective function. To address this challenge, we need
to find out a uniformed way to measure the energy effi-
ciency and end-to-end delay. Luckily, packet transmission
analysis provides a nature angle to measure the network
performance with respect to the number of packets.

To this end, we define the transmitting energy con-
sumption cost Et

�
f k
ni

�
, receiving energy consumption cost

Er
�
rk

ni

�
, idle listening energy consumption cost El

�
rk

ni

�
and

end-to-end delay cost D
�
rk

ni

�
of device ni all in terms of

packet numbers. The specific definition are given as

Er

�
rk

ni

�
D cr �

rk
ni

qmax
ni
� lni

(8)

Et

�
f k
ni

�
D cf �

f k
ni

qmax
ni
� lni

(9)

El

�
rk

ni

�
D cl �

�
f k
ni
� gk

ni
� qk

ni
� rk

ni

	C
qmax

ni
� lni

(10)

D
�

rk
ni

�
D cd �

�
qk

ni
C rk

ni
C gk

ni
� f k

ni

	C
qmax

ni
� lni

(11)

where cf 2 .0, 1/, cr 2 .0, 1/, cl 2 .0, 1/ and cd 2 .0, 1/
are the coefficients of transmitting, receiving, idle listen-
ing and delay of the device, respectively. Note that cr < cl,
as if cr were greater than cl, it would never be optimal
to receive new packets in the last period and possibly in
earlier periods.

We further introduce ˛ and ˇ to assign the weightings
of energy efficiency and end-to-end delay requirements of
different applications. The expected weighted-sum joint-
cost function for device ni at period k is

J
�

rk
ni

�
D E

n
˛
�

Ef

�
f k
ni

�
C Er

�
rk

ni

�
C El

�
rk

ni

��
CˇD

�
rk

ni

�o (12)

Our objective is to find the control of the optimal duty
cycles ��ni

for each device ni over K periods, which min-
imise the overall expected joint-cost. Hence, the joint
optimisation problem is

Pni : min
�ni2D

E

(
K�1X
kD0

�k
ni,mi

J
�

rk
ni

�)

s.t. mi 2 chni

qK
ni
D 0,

rk
ni
6 rmax

ni

(13)

where D is valid duty cycle sets of device ni and rmax
ni

is
the maximum number of packets device ni could receive.
According to (1)–(3), the range of D is restricted by the
maximum valid SO.

4.2. Duty cycle control

IEEE 802.15.4 -2011 adopt slotted carrier-sense multiple
access with slotted collision avoidance for packet transmis-
sion. Before the packet transmission, we assume devices
need to perform two clear channel accesses (CCAs).
Within each superframe duration, the beacon transmis-
sion duration is Dbcn. Thus, the total packet transmission
duration

PD D SD � Dbcn D rni � Ps (14)

If acknowledgement (ACK) is required for each packet, the
successful packet transmission period

Ps D dPCCA C PL C ı C PACKe (15)

where PCCA is the transmission time for two CCAs, PL

is the transmission time for each packet, ı and PACK

are waiting and transmission time of the ACK packet,
respectively.

Our duty cycle control is applicable in a distributed man-
ner, in that each coordinator and gateway will decide its
own incoming duty cycle based on its local traffic, whilst
the outgoing superframe duty cycle is decided by its parent
device and enclosed in the received beacon. To simplify the
problem, all devices to be activated at the beginning of each
BI. The same BO is set to all devices in the network with
the aim of simplifying the synchronisation. Thus, the duty
cycle control of each coordinator and gateway is achieved
by setting the outgoing SO based on the number of packets
generated by its child devices.

Because of the collision, the transmission throughput is
limited according to the number of contending devices.
We adopt the throughput limitation coefficient b of [41].
Based on (2), the relationship between SO and the amount
of packets the device could receive in period k is given
as follow

SOni .k/ D

&
log2

 
rk

ni
� Ps

b
C Dbcn

!'
(16)

5. OPTIMAL DUTY CYCLE
CONTROL FOR IEEE 802.15.4

In this section, we first derive the optimal transmission pol-
icy of our problem and provide its proof. Then we give
an online optimal duty cycle control for the gateways and
coordinators in the capillary networks.
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5.1. Optimal transmission policy

We solve the problem Pni by applying the principle of
DP [42]. For each capillary M2M network with gateway
ni, the outage probability �k

ni,mi
is measured according to

(2)–(4). For all devices mi with �k
ni,mi

D 1, the Pni can
be decomposed into a sequence of subproblems S

�
rk

ni

�
,

wherek 2 .0, K/. The cost-to-go function U
�
rk

ni

�
, which

is the sum of joint-cost functions from period k to K is
given as

U
�

rk
ni

�
D min
�ni2D

E
n
˛
�

Er

�
rk

ni

�
C Et

�
f k
ni

��

CH
�

rk
ni

�
C E

n
U
�

rkC1
ni

�oo (17)

where

H
�

rk
ni

�
D E

n
˛El

�
rk

ni

�
C ˇD

�
rk

ni

�o
(18)

shows the tradeoff between idle listening energy consump-
tion cost and the end-to-end delay cost.

The objective of each subproblem S
�
rk

ni

�
is to minimise

the cost-to-go function U
�
rk

ni

�
from period k to K

S
�

rk
ni

�
: min

�ni2D
E

(
K�1X
kD0

U
�

rk
ni

�)

s.t. qK
ni
D 0,

rk
ni
6 rmax

ni

(19)

To solve the subproblem S
�
rk

ni

�
, we introduce mk

ni
D

qk
ni
C rk

ni
and nk

ni
D f k

ni
�gk

ni
for simplicity. Then, combined

with (10) and (11), H
�
rk

ni

�
in (18) can be rewritten as

H
�

mk
ni

�
D E

8<
:˛cl �

max
�

qmax
ni

,
�
nk

ni
� mk

ni

	C�
qmax � lni

Cˇcd �
max

�
qmax

ni
,
�
mk

ni
� nk

ni

	C�
qmax � lni

9=
;
(20)

As the convexity preserved by taking expectation over
nk

ni
, with each fixed nk

ni
, H
�
mk

ni

�
is convex. Because of the

convexity of H
�
mk

ni

�
, we rewrite (17) as

U
�

mk
ni

�
D min
�ni2D

E

(
W
�

mk
ni

�
� ˛cr �

qk
ni

qmax � lni

)
(21)

where

W
�

mk
ni

�
D ˛cr � mk

ni
C ˛ � Ef

�
f k
ni

�
C Hni

�
mk

ni

�
C E

n
U
�

mkC1
ni

�o (22)

Then the objective of each subproblem S
�
rk

ni

�
is to find

the minimum value of (21).
Before we give the solution to each subproblem S

�
rk

ni

�
,

we present a sufficient condition for the convexity of
functions W

�
mk

ni

�
in Lemma 1:

Lemma 1. If H
�
mk

ni

�
and U

�
mk

ni

�
are convex functions,

so is W
�
mk

ni

�
.

Proof. Based on the definition of convex function,
W
�
mk

ni

�
is convex if

W

 
mk

ni
C Nmk

ni

2

!
6

W
�
mk

ni

�
CW

�
Nmk

ni

�
2

(23)

After eliminating, it is clear that (23) is satisfied if
(24) follows. Because H

�
mk

ni

�
and U

�
mk

ni

�
are convex

functions, we have

H

 
mk

ni
C Nmk

ni

2

!
C E

(
U

 �
mk

ni
C 1

�
C
�
Nmk

ni
C 1

�
2

!)

6
H
�
mk

ni

�
C H

�
Nmk

ni

�
2

C
E
˚
U
�
mk

ni
C 1

�
C U

�
Nmk

ni
C 1

�

2

(24)

H

 
mk

ni
C Nmk

ni

2

!
6

H
�
mk

ni

�
C H

�
Nmk

ni

�
2

(25)

and

U

 �
mk

ni
C1

�
C
�
Nmk

ni
C1

�
2

!
6

U
�
mk

ni
C1

�
CU

�
Nmk

ni
C1

�
2

(26)

Adding (25) and (26), the inequality (23) is satisfied.
Thus, W

�
mk

ni

�
is also a convex function.

Based on Lemma 1, the following theorem gives the
optimal transmission policy of problem Pni .

Theorem 1. If W
�
mk

ni

�
is convex, and the minimising

scalars of W
�
mk

ni

�
denoted as

mk�
ni
D Tni D arg min

mk
ni
2<

W
�

mk
ni

�
(27)

where < is the set of all valid values of mk
ni

.

Based on (27) and taking rk
ni
D mni � qk

ni
, the minimum

cost-to-go function value is attained at rk
ni
D Tni � qk

ni
if
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qk
ni
< Tni , and at rk

ni
D 0, otherwise. Thus, the optimal

transition policy of Pni is

rk�
ni
D

(
Tni � qk

ni
if qk

ni
< Tni ,

0 if qk
ni
> Tni .

(28)

Proof. Based on Lemma 1 and (17)–(22), the convex-
ity of W

�
mk

ni

�
can be proved if the functions U

�
mk

ni

�
are

convex functions, and limˇ̌̌
mk

ni

ˇ̌̌ W
�
mk

ni

�
D1.

For k D K, function U
�
mK

ni

�
is a zero function, so it is

convex.

rK�1
ni
D

(
Tni � qK�1

ni
if qk

ni
< Tni ,

0 if qk
ni
> Tni

(29)

U
�

rK�1
ni

�
D

(
˛ � cr

�
Tni � qK�1

ni

�
C ˛ � Ef

�
f K�1
ni

�
C H

�
rK�1

ni

�
if qk

ni
< Tni ,

˛ � Ef
�

f K�1
ni

�
C H

�
rK�1

ni

�
if qk

ni
> Tni

(30)

U
�

rk
ni

�
D

(
˛ � cr

�
Tni � qk

ni

�
C ˛ � Ef

�
f k�1
ni

�
C H

�
rk

ni

�
C E

˚
U
�
rkC1

ni

�

if qk

ni
< Tni ,

˛ � Ef
�

f k�1
ni

�
C H

�
rk

ni

�
C EfU.kC 1/g if qk

ni
> Tni

(31)

As cr < cl, and the derivative of H
�
mK

ni

�
tends to �cl as

mk
ni
! �1. Thus, H

�
mK

ni

�
is convex. Based on Lemma 1,

given the convexity of U
�
mK

ni

�
, W

�
mK

ni

�
is also convex. In

addition, W
�
mK

ni

�
has a derivative that becomes negative as

mK
ni
! �1 and becomes positive as mK

ni
!1, thus

limˇ̌̌
mK

ni

ˇ̌̌
!1

W
�
mK

ni

�
D1

Because W
�
mK�1

ni

�
is minimised by Tni , the convexity

of U
�
mK�1

ni

�
is obvious. Furthermore, we have

limˇ̌̌
mK�1

ni

ˇ̌̌
!1

U
�

mK�1
ni

�
D1

As shown earlier, the optimal policy at time K � 1 is
given by (29). The cost-to-go function at the period K � 1
is derived as (30).

For k D K�1, � � � , 0, the aforementioned arguments can
be repeated: if U

�
mkC1

ni

�
is convex; limjmni j!1

U
�
mk

ni

�
D

1; and limjmni j!1
W
�
mk

ni

�
D1.

Recursively, the cost-to-go functions can be derived as
(31), and U

�
mk

ni

�
is convex; limˇ̌̌

mk�1
ni

ˇ̌̌
!1

U
�
mk�1

ni

�
D1;

and limˇ̌̌
mk�1

ni

ˇ̌̌
!1

W
�
mk�1

ni

�
D1.

Thus, W
�
mk

ni

�
are convex over K periods, which means

the minimising scalars Tni exist. Thus, the proof of
Theorem 1 is completed.

5.2. Optimal duty cycle control

According to the optimal transmission policy, by substitut-
ing the optimal value of rk

ni
into (16), the optimal duty cycle

control for IEEE 802.15.4 is derived as

SOk�
ni
D

8<
:
�

log2

�
rk�

ni
�Ps

b C Dbcn

��
if qni.k/ < Tni ,

dlog2.Dbcn/e if qni.k/ > Tni

(32)

The optimal duty cycle control is a multi-period policy:
for each period k, before the gateway or the coordinator

ni make the decision on the duty cycle, it will check the
current queue length qk

ni
first. If the queue length qk

ni
is

smaller than the threshold Tk
ni

of the optimal transmission
policy, the SO of current period is set based on the optimal
number of packets it should receive, which is decided by
transmission policy; otherwise, SO is set to its minimum
value dlog2.Dbcn/e, according to (16).

5.3. Optimal duty cycle control algorithms

In this section, two DP algorithms are proposed to compute
the optimal duty cycle control.

The first algorithm is a standard dynamic programming
approach to recursively compute the optimal solution in
a backward fashion, named DP optimal control. First, the
cost-to-go function U

�
rk

ni

�
is computed from period K

back to period 0. Then, the transmission policy from period
0 to period K are selected with the minimum U

�
rk

ni

�
, and

the duty cycle control is decided based on the selected
transmission policy. The specific algorithm is given in
Algorithm 1.

As stated in Section 5.3, the optimal transmission policy
has a threshold structure. The second algorithm is PI algo-
rithm based duty cycle control (PI optimal control). The
exact embodiment of the algorithm is given in Algorithm 2.
Because of the limitation of the buffer size, the duty cycle
control in this paper has finite action and state spaces as
well as bounded and stationary immediate cost functions.

62 Trans. Emerging Tel. Tech. 26:56–69 (2015) © 2014 John Wiley & Sons, Ltd.
DOI: 10.1002/ett



Y. Li et al.

Algorithm 1 Dynamic programming duty cycle control
Require: number of device N, control period K

1: for each ni 2 N do
2: Initialise r0

ni
arbitrarily and U

�
rK

ni

�
D 0

3: for k D K � 1! 0 do
4: for each rk

ni
6 qmax

ni
do

5: Calculate J
�
rk

ni

�
6: end for
7: U

�
rk

ni

�
 
PK

kDk J
�
rk

ni

�
C U

�
rkC1

ni

�
8: end for
9: for k D 0! K do

10: Step 1: Compute transmission policy
11: rk

ni
 arg min U

�
rk

ni

�
12: Step 2: Assign the duty cycle

13: SOk
ni
 

�
log2

�
rk

ni
�Ps

b C Dbcn

��
14: end for
15: end for

Algorithm 2 Policy iteration algorithm-based duty cycle
control
Require: number of device N, control period K

1: Initialise � , the policy to be evaluated arbitrarily, and
policy-stable false

2: for each ni 2 N do
3: Step 1: Compute transmission policy
4: a) Policy evaluation:
5: for k D 0! K do
6: rk

ni
 �

7: U
�
rk

ni

�
 
PK

kD0 J
�
rk

ni

�
C U

�
rkC1

ni

�
8: end for
9: b) Policy improvement:

10: for each � 2 D do
11: rk

ni
 arg min U

�
rk

ni

�
12: if rk

ni
D � then

13: policy-stable true
14: end if
15: if policy-stable = true then
16: stop
17: elsego to 2.
18: end if
19: end for
20: Step 2: Assign the duty cycle
21: for k D 0! K do
22: rkC1

ni
 �

23: SOk
ni
 

�
log2

�
rk

ni
�Ps

b C Dbcn

��
24: end for
25: end for

Under these conditions PI algorithm is proven to converge
to the optimal policy [43].

Policy iteration optimal control is based on two steps:
(i) policy evaluation and (ii) policy improvement. In the
policy evaluation step, the value of a policy � is evaluated

by computing the cost-to-go function U�
�
rk

ni

�
. In the pol-

icy improvement step, the PI algorithm looks for a policy
� 0 that is better than the previously evaluated policy � .
Thus, the heuristic-based policies are applied accordingly
in the policy improvement step to minimise the cost-to-
go function U

�
rk

ni

�
. When the same policy is found in

two consecutive iterations, we conclude that the algorithm
has converged. The performance of the proposed algorithm
and the comparison with other approaches will be given
in Section 7.

6. SUBOPTIMAL DUTY
CYCLE CONTROL

As the optimal solution is difficult or impractical to imple-
ment on computation-limited sensor devices, we further
propose a low-complexity RADutyCon and also give its
joint-cost upper bound.

Based on the aforementioned analysis, the optimal duty
cycle of device ni can be found by running DP algorithms.
However, both Algorithms 1 and 2 need to conduct exhaus-
tive search over possible solutions at each period, which
is very energy inefficient and time consuming. Thus, it is
difficult or impractical for computationally limited sensor
devices to run DP.

Rollout algorithms have demonstrated excellent perfor-
mance on a variety of dynamic optimisation problems.
Interpreted as an approximate DP algorithm, a rollout algo-
rithm estimates the cost-to-go at each period by estimating
future costs whilst following a heuristic control, referred to
as the base policy. The heuristic base control in this paper
is inspired by the threshold structure of the optimal con-
trol. In order to ensure the stable of the queue length, the
device should receive same number of packets as it trans-
mits at each period. Thus, instead of searching the optimal
solution by running DP, the most straightforward approach
is to set Tni equals to the mean value of f k

ni
for each device

ni. Based on (18), the heuristic base control of Pni is
given as

SOk
ni
D

8<
:
�

log2

�
rk

ni
�Ps

b C Dbcn

��
if qni.k/ < f k

ni
,

dlog2.Dbcn/e if qni.k/ > f k
ni

(33)

The proposed RADutyCon, as shown in Algorithm 3, is
the one that attains the minimum of the cost-to-go function

U
�

rk
ni

�
D min
�ni2D

h
E
n
˛
�

Er

�
rk

ni

�
C Ef

�
f k
ni

�
C El

�
rk

ni

��

CˇD
�

rk
ni

�
C E

n
QU
�

rkC1
ni

�ooi
(34)

where QU
�
rkC1

ni

�
is the approximation of U

�
rkC1

ni

�
based on

the heuristic base control.
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Algorithm 3 Rollout algorithm base duty cycle control
Require: number of device N, control period K

1: for each ni 2 N do
2: for k D 0! K do
3: Step 1: Compute transmission policy
4: a) Base policy estimation
5: for k D kC 1! K do
6: TkC1

ni
 f kC1

ni

7: if qkC1
ni

< TkC1
ni

then

8: rkC1
ni
 TkC1

ni
� qkC1

ni
9: else

10: rkC1
ni
 0

11: end if
12: Calculate J

�
rkC1

ni

�
13: end for
14: QU

�
rkC1

ni

�
 
PK

kDkC1 J
�
rk

ni

�
15: b) Rollout algorithm based control
16: for each rk

ni
2 ND do

17: Calculate J
�
rk

ni

�
18: U

�
rk

ni

�
 J

�
rk

ni

�
C QU

�
rkC1

ni

�
19: end for
20: rk

ni
 arg min U

�
rk

ni

�
21: Step 2: Assign the duty cycle

22: SOk
ni
 

�
log2

�
rk

ni
�Ps

b C Dbcn

��
23: end for
24: end for

Given the approximations QU
�
rk

ni

�
, which is calculated

based on the heuristic base control, the computational
saving of RADutyCon is evident, as only a single minimi-
sation problem has to be solved at each period. Noticed
that even with readily available approximations QU

�
rkC1

ni

�
,

the calculation of the minimisation over �ni 2 D may
involve substantial computation. To further save the com-
putation, a subset ND of the promising controls is identi-
fied in the proposed RADutyCon. Thus, the minimisation
over D in (20) is replaced by a minimisation over a
subset ND � D.

Theorem 2. Let us denote OU
�
rk

ni

�
as the estimate cost-to-

go of RADutyCon, whose control range is ND � D. U
�
rk

ni

�
as the expected actual cost-to-go incurred by RADutyCon.
Then, we have U

�
rk

ni

�
6 QU

�
rk

ni

�
, which means QU

�
rk

ni

�
is

the cost-to-go upper bound of RADutyCon.

Proof. For k D 0, 1, � � � , K � 1 denote

OU
�

rk
ni

�
D min
�ni2

ND

h
E
n
˛
�

Er

�
rk

ni

�
C Ef

�
f k
ni

�
C El

�
rk

ni

��

CˇD
�

rk
ni

�
C E

n
QU
�

rkC1
ni

�ooi
(35)

Thus for all qk
ni

, we have OU
�
rk

ni

�
6 QU

�
rk

ni

�
, let

OU
�
rK

ni

�
D G

�
rK

ni

�
D ˛

�
Er
�
rK

ni

�
C Ef

�
f K
ni

�
C El

�
rK

ni

��
C ˇD

�
rK

ni

�
(36)

Applying backward induction on k, we have U
�
rk

ni

�
D

OU
�
rK

ni

�
D G

�
rK

ni

�
for all qK

ni
. Assuming that NU

�
rkC1

ni

�
6

OU
�
rkC1

ni

�
for all qkC1

ni
, we have

U
�

rk
ni

�
D E

n
G
�

rk
ni

�
C NU

�
rkC1

ni

�o
6 E

n
G
�

rk
ni

�
C OU

�
rkC1

ni

�o
6 E

n
G
�

rk
ni

�
C QU

�
rkC1

ni

�o
D OU

�
rk

ni

� (37)

for all qk
ni

. The first equality in the succeeding text follows
from the definition of the cost-to-go U

�
rk

ni

�
of RADuty-

Con, whilst the first inequality follows from the induction
hypothesis, and the second inequality follow from the
assumption OU

�
rk

ni

�
6 QU

�
rk

ni

�
. Then, we have U

�
rk

ni

�
6

OU
�
rk

ni

�
6 QU

�
rk

ni

�
for all qk

ni
. Thus, the QU

�
rk

ni

�
is a read-

ily obtainable performance upper bound for the cost-to-go
function U

�
rk

ni

�
.

In addition, two remarks of the proposed RADutyCon
are given as follows.

Remark 1. The proposed RADutyCon has lower com-
putation complexity as compared with the DP optimal
control. If D is the average search range of the devices, the
computation complexity of DP algorithm is O.KDNCD/,
whilst that of the RADutyCon is only O.KND/.

Remark 2. The proposed suboptimal controls have lower
synchronisation overhead as compared with controls in
[35] and [36]. The proposed control does not need addi-
tional SYNC packet to ensure the devices are active at
the same time as it employs the same BO as defined in
IEEE 802.15.4 (2011), and all devices are activated at the
beginning of each BI.

7. SIMULATION RESULTS
AND ANALYSIS

In this section, we applied the DP and PI optimal con-
trols on the gateway and the coordinator, respectively. The
performance of the two optimal control algorithms is com-
pared. Then, we evaluate the proposed RADutyCon in two
scenarios, where RADutyCon is applied on coordinators of
capillary networks and gateways, respectively.

The performance metrics are average energy efficiency,
average end-to-end delay and average packet drop ratio.
The average energy efficiency is calculated as the total
amount of data over the total energy consumption of K
periods, and the average end-to-end delay is the total
buffered time of the packets over the total number of gener-
ated packets in the network. Packet drop ratio is calculated
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Table I. Energy consumption and buffer parameters.

Device Parameter Value Device Parameter Value

Coordinator

Buffer size 600 bytes

M2M gateway

Buffer size 1524 bytes
Device sensitivity �90 dBm Device sensitivity �110 dBm
Transmit power 36.5 mw Transmit power 20 w
Receiving power 41.4 mw Receiving power 3.0 w
Idle listen power 41.4 mw Idle listen power 3.0 w
Sleep power 0.042 mw Sleep power 0.05 w

Table II. Simulation parameters.

Parameter Value

IEEE 802.15.4 data rate 250 kbps
LTE data rate 50 Mbps
CCA size 8 symbols
ACK packet size 10 symbols
Unit backoff period 20 symbols
Packet size 10 bytes

as the number of packets have been dropped because of the
excess maximum queue length over the total number of the
generated packets.

To make the simulation scenario more general, the M2M
devices are Poisson random deployed in each realisation.
The mean value of M2M devices number for each coordi-
nator is 20, and the number of coordinator for each gateway
is 2. Because devices switch between active and inactive
modes, we applied ON/OFF traffic model in the simula-
tion. When the device is active (ON), the data arrival rate
follows a Poisson distribution. When the device is inactive
(OFF), it is idle and does not generate any packets. Packets
are dropped when the queue length of the device reaches
its maximum qmax

ni
.

Energy consumption parameters for gateways and coor-
dinators are based on Cisco 819 [44] and Texas Instruments
CC2420 [45], respectively. Specific energy parameters for
gateways and coordinators are given in Table I.

The duration of each period (BI) is 0.49 s with BO D 5.
The number of observation periods K is 100. MAC layer
parameters are based on IEEE 802.15.4-2011 standard. We
set ˛ to 0.2 and ˇ to 0.4. The results are the averaged values
of 1000 runs, and other simulation parameters are given in
Table II.

7.1. Optimal duty cycle control performance

In this part, we compare the performance of two optimal
duty cycle controls. Due to the space limitation, we only
show the result when the proposed scheme is applied on the
coordinator, whilst the results trend of these two controls
are very similar.

We omit the result figure of cost function value, as the
averaged cost value difference between two optimal con-
trol algorithms is much less than 0.1%. From Figures 3
and 4, we can see that compared with the DP optimal con-
trol, the PI optimal control achieved 67.3% reduction of
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Figure 3. Energy efficiency of optimal duty cycle control.
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Figure 4. End-to-end delay of optimal duty cycle control.

end-to-end delay with 43.9% sacrifice on energy efficiency
on average.

The packet drop ratio in Figure 5 shows that no packet
drop is observed when data arrival rate is less than 1 kbps
for both DP optimal control and PI optimal control. The
packet drop ratio of PI optimal control is slightly less than
that of DP optimal control.

Because both coordinators and gateways are supposed to
have sufficient power supply, with significant achievement
of end-to-end delay reduction and negligible cost value
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Figure 5. Packet drop ratio of optimal duty cycle control.

difference, the PI optimal control outperforms the DP opti-
mal control in our scenario. Thus, we applied PI optimal
control to compute the optimal duty cycle control in the
rest of our simulations.

7.2. Suboptimal RADutyCon performance

In this part, we apply the proposed RADutyCon on gate-
ways and coordinators. The performance of the proposed
RADutyCon is compared with that of a benchmark con-
trol, the optimal control, and the heuristic base control of
RADutyCon.

Benchmark control: to reduce the end-to-end delay, the
benchmark control aims at maximising the number of
received packets rk

ni
. The SO is determined based on (16),

and the maximum SO is bounded by the service rate f k
ni

of
the device.

Optimal control: Based on Theorem 1, the optimal rk�
ni

follows threshold structure. The optimal duty cycle control
in this section is computed by PI-based control algorithm.

Base control: the heuristic base control has a fixed
threshold equals to f k

ni
. Thus, rk

ni
D f k

ni
� qk

ni
, and the value

of the SO is determined based on (27). The maximum SO
is bounded by the predefined value f k

ni
.

RADutyCon: RADutyCon will do one search at each
period to find the minimum value of (20), whilst the future
cost is estimated by applying the heuristic based control.
The value of the optimal SO� is determined based on (10),
and the maximum SO is bounded the search range ND at
each period.

7.2.1. RADutyCon on coordinator.

It is shown in Figure 6 that the proposed RADuty-
Con has lower joint-cost as compared with the benchmark
control and the base control by the average of 31% and
5.7%, respectively, over the range of evaluated traffic.
The joint-cost of RADutyCon is slightly higher to that of
the optimal control. Based on Theorem 2, the heuristic
base control is the joint-cost upper bound for RADuty-
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Figure 6. Cost function value of RADutyCon on coordinator.
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Figure 7. Energy efficiency of RADutyCon on coordinator.

Con with different search ranges. The improvement of
RADutyCon to the heuristic base control is achieved by
searching the minimum of the cost-to-go function (20) at
each period. According to Remark 1, RADutyCon will
be more beneficial when coordinator ni has large num-
ber of child devices with an exponential reduction of the
computational complexity.

Figure 7 shows the energy efficiency with different
data arrival rates. The energy efficiency curves have a
increase trend along with the increase of data arrival rates.
The change of energy efficiency curve of RADutyCon
between 0.8 and 1.5 kbps is because the radical increase of
SO, which leads to higher idle listening energy consump-
tion. The proposed RADutyCon achieves higher energy
efficiency compared with benchmark control, the base
control and the optimal control. After 30 packets/active
period, the number of transmitted packets is relevant sta-
ble, thus the energy consumption curves keep flat for all
examined controls.
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The two-hop end-to-end delay from end devices to the
M2M gateway of RADutyCon in Figure 8 is higher than
that of the optimal control. The end-to-end delay of all
evaluated control have increase trend with the increase
of data arrival rates. Combined with Figure 7, it is clear
that the increasing of energy efficiency is at the cost of
increasing end-to-end delay.

Figure 9 shows the packet drop ratio of the evaluated
controls. The packet drop ratio of RADutyCon has close
performance compared with that of the heuristic base con-
trol and the optimal control. The packet drop ratio of
RADutyCon is higher than that of the benchmark con-
trol because the reduced active periods of RADutyCon
increases the number of buffered packets. Hence, the possi-
bility of packet drop is increased due to limited maximum
queue length.

7.2.2. RADutyCon on gateway.

Simulation results of RADutyCon running on gateways
of the network are presented in this part. Since gateways
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Figure 8. End-to-end delay of RADutyCon on coordinator.

1 1.5 2 2.5 3 3.5 4
10−6

10−5

10
−4

10−3

10−2

10−1

100

data arrival rate (kbps)

pa
ck

et
 d

ro
p 

ra
tio

Benchmark
Optimal
RADutyCon
Base control

Figure 9. Packet drop ratio of RADutyCon on coordinator.

have enough memory to buffer the packets, the packet drop
ratio is zero in this scenario. The trend of simulation results
in terms of cost function value, energy efficiency and end-
to-end delay is similar to that when RADutyCon is applied
on coordinators.

Compared Figure 10 with Figure 6, it is shown that when
RADutyCon is applied on gateways, the cost value gap
between RADutyCon and optimal control is higher than
it is applied on coordinators. This is due to the reduced
computation of RADutyCon. A linear increase of cost gap
can be observed from Figure 10, whilst the computational
complexity is reduced at expectational level.

The energy efficiency in Figure 11 are higher than that in
Figure 7. This is because the gateways have larger memory
storage than the coordinators. When the device is active,
the larger buffer size ensure more available data to be
transmitted, thus increase the energy efficiency.

When the data arrive rates are the same, the end-to-end
delay in Figure 12 are much lower than that in Figure 8.
This is because the gateway utilises high data rate LTE
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Figure 10. Cost of RADutyCon on gateway.
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Figure 11. Energy efficiency of RADutyCon on gateway.
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Figure 12. End-to-end delay of RADutyCon on gateway.

uplink transmission, whilst the coordinators utilises IEEE
802.15.4 low data rate link for uplink transmission.

8. CONCLUSION

To support the M2M communication in hybrid capillary
networks and cellular networks, which are connected via
gateways. In this paper, we proposed a distributed duty
cycle control scheme, which is applicable on both the
M2M gateway and the coordinator in capillary networks.
The proposed duty cycle scheme aims at minimising the
joint-cost of energy consumption and end-to-end delay.
We analytically derived the optimal duty cycle control and
proposed two algorithms to compute the optimal solution.
Then RADutyCon is proposed to reduce the computation
complexity. To evaluate the performance of the proposed
RADutyCon, we applied RADutyCon on gateways, then
coordinators. Simulation results show that for both the
cases, RADutyCon can effectively reduce the joint-cost of
energy consumption and end-to-end delay under various
network traffic. RADutyCon achieved lower joint-costs
over the benchmark control and the heuristic base con-
trol. The joint-cost is similar to that of optimal control.
In addition, an exponential reduction of the computation
complexity is achieved by RADutyCon.
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